Explaining black-box models in natural language
through fuzzy linguistic summaries
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MOTIVATION

We consider the problem of supporting the diagnosis of
bipolar disorder (BD) state through the analysis of acoustic
data from phone calls. Some progress has been made in
the treatment of BD over the past decade; nevertheless,
the diagnosis and monitoring of this disorder remains
challenging. This is probably due to the still limited
understanding of the nature of the disease and,
consequently, the difficulty in predicting relapses. One
ISsue that has received attention recently is a fundamental
one: the classification of BD episodes [5]

« The needs for explaining relations between attributes,

symptoms, and states
* The needs for explaining high-level acoustic attributes

of speech
DO BIPOLAR
PATIENTS SPEAK
LOUDER WHEN IN

DEPRESSIVE
STATE?

LINGUISTIC SUMMARIES

* Fuzzy linguistic summaries (LSs) are statements in
natural language that describe numerical datasets[6]

« LSs have been confirmed as human-consistent
information granules with applications in various domains.

* The main purpose of summarization is usually to improve

comprehension of large datasets
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METHODOLOGY

Compositional classification model
based on a two-level hierarchy
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Linguistic summaries on global model explanations using
fuzzy quantified sentences
ID [PROTOFORM DoT DoS DoF
1 . Among records that contribute positvely to predicting the depression class, most of them have spectral feature at high level 0,9 0,83 0,84

CONCLUSIONS

Grouping of low-level attributes into high-level information granules using linguistic summarization
improves the over all explain ability of the model results.

Experimental evaluations confirmed that fuzzy linguistic summarization complements global model
explanations derived from the popular SHAP tool.

Furthermore, the results demonstrate that improves understanding of model outputs by appropriate
incorporation of the domain knowledge.

The introduction of specialist knowledge in the form of middle-layer labels does not affect performance in
terms of prediction accuracy (it remains at a comparable level); however, the inclusion of this knowledge

improves the understanding of the model outputs.
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BLACKBOX MODELS RESULTS

SHAP RESULTS
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Method Class Precision | Recall F1-score
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Accuracy 0.72
Multitask 0 (Euthymia) 0.83 0.80 0.81
Sec ”e;];hl 1 ( Depression) 0.59 0.68 0.63
s :
P 2 (Mania) 0.78 0.02 0.03
Ompo: ‘ 3 (Mixed state) 0.71 0.68 0.69
MLP
Accuracy 0.72
High
._m_ pcm_fftmag_spectralcentroid_sma —h——-—
* pcm_fftmag_spectralminpos_sma _*_—
. -_*___._..... pcm_rmsenergy_sma *‘
e a— pcm_fftMag_mfcc 12 o e
_*—.. audspec_lengthllnorm_sma —h—
.ﬁ- f3amplitudelogrelfO_sma3nz -—-*—
-.——+— pcm_fftmag_psysharpness_sma_compare —-.+——
—+——- pcm_fftMag_mfcc_5_ . _—+— -
P —’ o f2amplitudelogrelfO_sma3nz -._
—*'— E flenv_sma —.+—-
-‘- S slopeD-500_sma3 -'—+-—
-—+—— .- s alpharatio_sma3 —+—-
—+ pCM_zCr_sma . —-+—
—4" —— audSpec_Rfilt_sma_compare_25_ - —+—°
-‘—" pcm_fftMag_spectralRollOff75_0_sma —+—
"“"+"— pcm_fftmag_spectralflux_sma +——- .
- '_+— pcm_ffiMag_mfcc_7_ +
—4_"“' pcm_LOGenergy_sma +
'—*—' pcm_fftMag_spectralRollOff50_0_sma —+—
—*—" pcm_fftMag_mfcc_1_ '+—"
—0.4 0.2 0.a e 04 o 0.4 0.2 0.0 0.2

SHAP value (impact on model ocutput)

0.4

SHAP value (impact on model output)

0.6

(Left): 20 most contributing features to the baseline MLP model for depression, (Right) 20 most contributing features to the sequential and

compositional MLP model for depression

LINGUISTIC SUMMARIES RESULTS

Id | LS description DoT | DoS | DoF
401 | Among records that contribute positively to predicting decreased activity, most of them have spectral-related features at low level 0.81 | 0.26 | 0.31
402 | Among records that contribute against predicting decreased activity, most of them have quality-related features at low level. 045 | 0.67 | 0.76
403 | Among records that contribute positively to predicting decreased activity, most of them have quality-related features at high level. | 025 | 0.18 | 0.31
404 1.00 | 0.05 | 0.03
405 0.29 | 0.30 | 0.31
406 | Among records that contribute positively to predicting elevated activity, most of them have spectral-related features at high level 095 | 0.26 | 0.31
407 | Among records that contribute against predicting elevated activity, most of them have quality-related features at high level 026 | 0.63 | 0.76

LINGUISTIC SUMMARIES EVALUATION

Evaluation of the quality of the group of LS sentences in terms of explanation quality and causability based on the System Causability Scale (SCS)

guestionnaire(the mean SCS score is computed as the sum of the avarage values of the 10 questions divided by 50) and Grice's maxims with Likert
scale ratings (1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly agree)

Questionnaire

| Domain expert evaluation

System Causability Scale statement

SCS1. I found that the data included all relevant known causal factors with sufficient precision and granularity

SCS52. 1 understood the explanations within the context of my work

SCS3. 1 could change the level of detail on demand

SCS54. 1 did not need support to understand the explanations

2
4
1
4

Mean SCS score (on a [0.2,1] range):

0.7

Grice’s Maxims

GM1. The group of sentences provides all the information we need, and no more (maxim of guantity)

GM2. The group of sentences provides truthful statements and avoids providing information not supported by evidence (maxim of guality)

GM3. The group of sentences is relevant to the discussion objective of explaining the model (maxim of relation)

Mean Grice’s maxims rating (on a 1-5 Likert scale):
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